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Abstract This paper reports the design and results of a thermal test on1

heating of a 6 m long steel W beam subjected to a localized fire conducted2

at the National Fire Research Laboratory (NFRL) of the National Institute3

of Standards and Technology (NIST). A engineering approach was proposed4

to determine the heat release rate of the test fire. By the approach, a recently5

developed simple fire model was first used to approximately calculate the heat6

release rate and then a sophisticated model was used to check/refine the calcu-7

lation. The concept of adiabatic surface temperature was used in the sophisti-8

cated model to represent the thermal boundary conditions at exposed surfaces9

in fire. The proposed approach successfully predicted the critical value of heat10

release rate of 500 kW to reach a target temperature of 500 ◦C in the test11
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specimen. A calibration test was also conducted to understand the difference12

between the predicted and measured steel temperatures in the investigated13

test, and found that the sophisticated model over-predict the adiabatic sur-14

face temperatures which would contribute to the over-prediction of the steel15

temperatures. The error of the predicted maximum steel temperature in the16

test specimen was within 10%. The study reported here is not necessarily a17

validation of the sophisticated model, rather the study provides a successful18

case study using current knowledge and tools to design realistic and controlled19

fire tests.20

Keywords Localized fire · Controllable test Steel beam FDS-FEM21

approach · Simple fire model · Fire Dynamics Simulator (FDS) · Adiabatic22

surface temperature · Finite element simulation · Plate thermometer ·23

Temperature calculation · Experimental design24

1 Introduction25

The standard fire resistance test method has dominated structural fire pro-26

tection design practice and remained almost unchanged over the past 10027

years [1]. The limitations of the standard fire resistance test method have been28

generally recognized and usually include [2]: (1) the standard temperature-time29

curve may not be representative of any fire scenarios; and (2) the tested iso-30

lated members in the furnace may not adequately represent the behavior of31

the components in an entire structure. As a result, fire protection design based32

on the standard fire test does not adequately assess or simulate the actual level33

of safety of a structure exposed to fire.34

Fires in the open or in large enclosures are characterized as localized fires.35

Examples of localized fires include: vehicle fires in open car parks [3] and36

transportation infrastructures [4], and small shop fires in transport termi-37

nal halls [5]. Study on the behavior of steel structures under localized fire38

conditions has been lagging behind that of fully developed compartment fire39

conditions. This has been the result of the historical perception that localized40

fires are usually less hazardous than fully developed compartment fires. Recent41

studies [6–8] found that due to thermal gradient, the failure mode of bare steel42

members in a localized fire could be significantly different from the mode of43

the members in the standard enclosure fire test, and the failure temperature44

of bare steel members in a localized fire might be hundreds of degrees lower45

than that in the standard fire. Here, failure temperature of a steel member46

is taken as the maximum temperature in the member when structural fail-47

ure (e.g., global buckling) happens. Therefore, using the standard fire for fire48

resistance design of structures in large enclosure might not always provide ad-49

equate safety. Testing the behavior of steel members in localized fires provides50

additional insight on the performance of steel members and may be necessary51

to more fully understand performance in large enclosures. To date, there are52

a number of test data on steel members subjected to localized fire, notably53
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Hasemi’s [9,10]. However, there is lack of test data on real-scale steel members54

subjected to localized fire.55

Before the construction of the National Fire Research Laboratory at NIST [11],56

there were very limited number of facilities in the world that allows scientists57

and engineers to conduct research on the response of real-scale structural sys-58

tems to realistic fire and mechanical loading under controlled laboratory condi-59

tions. The NFRL addresses these research needs as well as other fire research60

topics such as advanced firefighting technologies, engineered fire safety, ma-61

terial flammability reduction and wildland-urban interface fire research. The62

unique facility will enable large-scale experiments using fires up to 20 MW and63

will contribute to the technical basis for performance-based design methodolo-64

gies for structures exposed to fire. This paper presents the design and results of65

a thermal test of a 6 meter long steel W-section beam subjected to a localized66

fire conducted at the NFRL. Localized fire is selected as the test fire for its67

simplicity, controllability, reproducibility, and, at the same time, its capability68

to simulate the non-uniform heating condition in realistic fires.69

2 Design objective and procedure70

Designing a test fire is challenging because there is limited guidelines on how71

to conduct localized fires to examine performance of steel members. The avail-72

able test data on structures in simulated compartment fires, e.g., Kirby [12]73

and Vassart et al. [13], are valuable for investigating the performance of struc-74

tures in fire but provide little information for designing a laboratory test with75

controllable and measurable fire because previous structural fire tests seldom76

measured the most important fire parameter - heat release rate [14].77

Fig. 1 shows the beam test setup used in this study. The beam specimen was78

a W16×26 section made of ASTM A992 steel with a length of 6.17 m that was79

simply supported on two 5.5 m long W12×106 reaction columns anchored to80

the strong floor (the supported length is 5.87 m). The 1.83 m×1.83 m diagonal81

bracing modules were installed next to columns to restrain in-plane movement82

(displacements) of those reaction columns. The test setup was located under83

the 20 MW exhaust hood. The distance between the lower flange of the beam84

specimen and the strong floor was 1.6 m.85

A 1 m square natural gas burner with design capacity of 1 MW was located86

below the center of the beam specimen to apply fire load. The heat release87

rate and the distance from the burner surface to the beam specimen can be88

adjusted. In this test, no structural loads were applied and the distance from89

the burner surface to the lower flange of the beam specimen was about 1.2 m.90

The objective of the design is to determine a heat release rate time history91

curve so that the test specimen can reach a maximum temperature of 500 ◦C.92

Fig. 2 shows the proposed design procedure for the investigated test. This93

procedure can be initiated by specifying fire source area, beam specimen height94

and target steel temperature which remain constant. We endeavor to solve for95

the heat release rate (HRR). For the investigated case, an initial heat release96
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rate of 100 kW and a heat release rate increment of 100 kW (△HRR=10097

kW) are considered. A simple model (described later in Section 3) is first98

used to calculate a critical heat release rate at which the effective black body99

temperature (defined later by Eq. 5) is not less than the target steel temper-100

ature (Criterion I). Then, the critical heat release rate is used to run a FDS101

simulation (discussed later in Section 4.3.1). The maximum adiabatic surface102

temperature (defined later in Section 4.2 ) of the beam specimen, predicted103

by FDS, should be not less than the target steel temperature (Criterion II).104

Otherwise, the critical heat release rate is modified and the FDS simulation is105

rerun to meet the criterion (II). Finally, a finite element simulation (described106

later in Section 4.3.2) is conducted to get the temperature distribution of the107

beam specimen. The maximum steel temperature of the beam specimen should108

not be less than the target steel temperature (Criterion III), otherwise the crit-109

ical heat release rate is modified and the FDS - FEM simulation (Section 4)110

is rerun to meet the criterion (III).111

3 Heat release rate by approximate calculation112

The theoretical model described in Ref. [15] was used as a simple approach113

to calculate the thermal radiation to a horizontal surface above a fire source,114

as shown in Fig. 3. In this approach, the fire plume volume is represented by115

a cylinder. The diameter of the cylinder is taken as the equivalent diameter116

of the fire source and the height of the cylinder is taken as the height of the117

bottom of the specimen. Flame and smoke are assumed to be gray and have118

the same emission coefficients, ρκ. The temperatures in the horizontal cross119

sections of the cylinder are assumed to be uniform and taken as the centerline120

temperature of the fire plume calculated according to Ref. [16]. According to121

the model, the thermal radiation received by the bottom of the specimen is122

E(H) =

∫ H

0

Ezdz (1)

with123

Ez(dz) = (1− α)Fεσ × (Tg + 273)4 (2)

where124

α(H − z) = 1− e−ϱκ(H−z) (3)

and125

ε(dz) = 1− e−ϱκdz (4)

where α(H − z) is the absorptivity of the cylinder volume with height H − z;126

ε(dz) is the emissivity of the cylinder volume with height dz; σ is the Stefan-127

Boltzmann constant, taken as 5.67 × 10 −8 W/(m2K4); Tg is the centerline gas128

temperature; and F is the view factor between two parallel circular surfaces129

calculated by the equations in Fig. 3.130
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From Eq 1, an effective black body temperature of the exposed surface at131

the bottom of the specimen can be defined as:132

Tbeff (H) =
4

√
E(H)

σ
− 273 (5)

The temperature of the exposed surface cannot exceed the calculated effective133

black body temperature 1.134

Assuming effective emission coefficient as 6.45 m−1 (as for methane [17])135

and radiative loss fraction as 0.2, Table 1 shows the calculated effective black136

body temperature at the bottom of the specimen Tbeff (1.2) (H =1.2 m) for137

various HRR values. The flame length Lf and centerline gas temperatures at138

the bottom Tg(1.2), predicted by the plume theory [16], are also presented.139

Fig. 4 shows the fire plume centerline temperatures for the 1 m square burner140

with various heat release rates. For HRR greater than or equal to 400 kW, Lf141

is greater than 1.2 m (the flame touches the specimen bottom) and Tbeff (1.2)142

is greater than 500 ◦C. Therefore, in order to achieve a maximum steel tem-143

perature of 500 ◦C the HRR should be not less than 400 kW (heat release144

rate increment in the test is taken as 100 kW).145

Table 1 also shows that the effective black body temperature is first higher146

(for HRR < 700 kW) and then lower than the gas temperature (for HRR >=147

700 kW). This can be explained by the fact that the gas temperature drops148

off faster than the radiation temperature above the flames.149

4 Heat release rate by sophisticated simulation150

4.1 The FDS-FEM approach151

The simulation methodology described in Ref. [18] and similarly in [19] was152

used in this study. Fire Dynamics Simulator (FDS, version 6.1.1), a large-153

eddy simulation (LES) code developed by NIST [20], was utilized to predict154

the fire environment in the test. The thermal boundary conditions, at the155

exposed surfaces of the steel members, predicted by FDS were mapped into156

the thermal model in ANSYS, a commercial FEM (Finite Element Method)157

code 2 [21], to conduct heat transfer analysis to predict the temperature of158

the steel members. The following section describes the method for applying159

thermal boundary conditions in ANSYS using adiabatic surface temperatures160

predicted by FDS 3
161

1 Here, convection is not considered. For conditions where convection is dominant, the
temperature of a exposed surface can be higher than the effective black body temperature
calculated by Eq. 5

2 Certain commercial entities, equipment, or materials may be identified in this document
in order to describe an experimental procedure or concept adequately. Such identification is
not intended to imply recommendation or endorsement by the National Institute of Stan-
dards and Technology, nor is it intended to imply that the entities, materials, or equipment
are necessarily the best available for the purpose.

3 Section 4.2 was taken from Ref. [18] with minor edition and is repeated here for its
importance in understanding the FDS-FEM approach.
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4.2 Adiabatic surface temperature162

Consider an ideal adiabatic surface exposed to a heating condition, the net163

heat flux to the surface is by definition zero, thus164

εAS(q̇
′′
in − σT 4

AS) + hc,AS(Tg − TAS) = 0 (6)

where q̇′′in is the incident radiative flux; εAS is the emissivity of the adiabatic165

surface; TAS is the temperature of the adiabatic surface; and hc,AS is the film166

coefficient between the adiabatic surface and the surrounding gas.167

From Eq. 6, the incident radiative flux to a surface can be calculated from168

the adiabatic surface temperature,169

q̇′′in =
hc,AS(TAS − Tg)

εAS
+ σT 4

AS (7)

Consider a real surface exposed to the same heating condition, the net heat170

flux to the surface can be calculated by171

q̇′′ = εsq̇
′′
in − q̇′′emi + hc(Tg − Ts) (8)

where Ts is the temperature of the real surface; and q̇′′emi = εsσT
4
s is the172

emission of the real surface. If the emissivity of the adiabatic surface is taken173

as the emissivity of the real surface (εAS = εs), and the film coefficient between174

the adiabatic surface and the surrounding gas is equal to the film coefficient175

between the real surface and the surrounding gas (hc,AS = hc), Eq. 8 can be176

written as177

q̇′′ = εsσ(T
4
AS − T 4

s ) + hc(TAS − Ts) (9)

Eq. 9 shows that the net heat flux to a surface can be approximated using178

a single parameter, TAS . FDS includes an output quantity of adiabatic surface179

temperature calculated by Eq. 9 according to the concept proposed by Wick-180

strom [22]. In the test, the adiabatic surface temperatures of interest can be181

measured using a plate thermometer [23].182

4.3 Numerical models183

4.3.1 The FDS model184

Fig. 5 shows the FDS model geometry and computational mesh for the thermal185

test configuration. The beam sections (bottom flange, web and top flange) were186

modeled by obstructions with zero thickness. Dimensions of the computational187

domain are 7.2 m (X) × 1.6 m (Y) × 3.6 m (Z). The grid size used is an188

important numerical parameter in computational fluid dynamics because of its189

impact on numerical accuracy. The necessary spatial resolution for a proper190
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LES simulation of a free burning fire is customarily defined in terms of the191

characteristic diameter of a plume, D∗, which is defined as [20]192

D∗ = (
Q̇

ρ∞cpT∞
√
g
)2/5 (10)

where Q̇ is the heat release rate; ρ∞ is the ambient density; cp is the specific193

heat of air at constant pressure; T∞ is the ambient temperature; and g is194

the acceleration of gravity. The spatial resolution, R∗, of a numerical grid is195

defined as,196

R∗ =
dx

D∗ (11)

where dx is characteristic length of a cell for a given grid. For the FDS model,197

the grids in the Y and Z directions were uniform (4 cm), while that in the198

X direction was stretched to yield the grid size in the flame region of 4 cm.199

Therefore, the resolution at the flame region was about 1/13 for HRR of200

200 kW and about 1/21 for 700 kW. The computational domain consisted of201

432,000 control volumes.202

4.3.2 The FEM model203

Fig. 6 shows the FEM model of the beam specimen for heat transfer analyses.204

The FEM model was meshed by SHELL131 element in ANSYS. As shown205

in 6a, SHELL131 is a 3D layered shell element having in-plane and through-206

thickness thermal conduction capability, and is applicable to a 3D, steady-207

state or transient thermal analysis. The divisions of the test specimen were 8208

for flanges, 12 for web and 210 along beam length. Convection and thermal209

radiation were applied to the exposed surfaces, which were calculated using210

the adiabatic surface temperatures and film coefficients from FDS simulation.211

In the FEM model, temperature-dependent thermal properties for structural212

steel specified in the Eurocode [24] were used. The same emissivity of steel213

was used in the FDS and FEM simulations.214

4.4 Numerical results215

4.4.1 FDS predictions216

Fig. 7 shows the simulated flame geometry for various HRRs. Note that the217

flame shape changes with time because of the turbulent combustion processes.218

For HRR greater than or equal to 400 kW, the flame touches the bottom219

of the beam specimen, which is consistent with the approximate calculation220

prediction. Fig. 8 shows the spatial distributions of adiabatic surface temper-221

ature with increasing HRR. Fig. 9 shows the time averaged adiabatic surface222

temperatures along the beam length for each maintained HRR from 200 kW223

to 700 kW. Note that the unsmoothness of the curves or ”steps” in Fig. 9224
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are caused by the fact that the measured value of a device point located in a225

computational cell in FDS is taken as the value of the nearby grid point and226

,therefore, two device points located at two sides of a cell surface may output a227

same temperature. For the bottom surface of the beam specimen (points 1 or 2228

in Fig. 9), the adiabatic surface temperature increases with HRR until a peak229

value, which is similar to the trend shown in Table 1 where Tbeff becomes con-230

stant as HRR becomes greater than or equal to 700 kW. While flame length231

increases with HRR, the portion of the flame that contributes radiation to232

the bottom surface, which determines AST or Tbeff , becomes constant once233

HRR reaches a critical value (e.g., 800 kW in Table 1). Because of the shield234

effect, the adiabatic surface temperatures for the bottom surface (point 1) are235

higher than those for the other surfaces.236

4.4.2 FEM predictions237

The FEM predicted maximum steel temperatures are 381 ◦C, 500 ◦C, 587238

◦C, and 646 ◦C for each maintained HRR of 300 kW, 400 kW, 500 kW, and239

600 kW at steady state. Fig. 10 shows the temperature distribution in the240

test specimen for a maintained HRR of 400 kW at steady state. By FEM241

calculation, the steel temperature does not reach 500 ◦C if the HRR is less242

than 400 kW. This is consistent with the approximate calculation result. When243

theHRR is increased with an increment of 100 kW every 5 min, the target steel244

temperature of 500 ◦C is predicted at 1371 s after ignition with a corresponding245

HRR of 500 kW. Note that the target temperature here means the maximum246

section temperature at the moment but not the final/ultimate temperature247

that would be reached if the exposure would continue for a longer duration.248

5 Fire test results and discussion249

Fig. 11 shows the measured heat release rate curve for the thermal test. The250

stepped heat release rate curve with increment of 100 kW per 5 min is also251

presented for reference. In the test, the gas flow of the burner was controlled252

manually that the measured heat release rate curve didn’t adequately fellow253

the designed stepped curve. The heating test stopped at about 1685 s after254

ignition when the temperatures measured by thermocouples reached about 500255

◦C. At that time, the measured heat release rate was about 500 kW, which256

was consistent with the numerical prediction.257

In the test, the flame shape was found to be asymmetric (Fig. 12), which is258

caused by the opening of mechanical vents that caused asymmetric air flow in259

the test zone. As a results, the steel temperature measured by the thermocou-260

ples located at symmetrical positions (e.g. TC 30 and TC 29 shown in Fig. 13)261

had considerable difference. In Fig. 13, the red hash marks on the beam cross-262

section symbolize thermocouples, and the thermocouples (e.g. 24, 17, 10) are263

at different locations along the beam length. Based on the observation from264

this test, in the subsequent tests conducted at the NFRL, the mechanical vents265
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were adjusted and tape lines were installed at the four corner of the test zone266

to check the uniformity of the air flow.267

In the real test, two rectangular burners with area of 0.5 m2 each were268

assembled to generate a burning area of 1 m2. The gap between those two269

burners was about 5 cm ± 1 cm. To better understand the heating mechanism270

of steel beams exposed to localized fire, post-test simulations were conducted271

using the measured heat release rate curve. Two burning areas according to272

the real test setup were used. The grid size in the flame region was 2 cm.273

Fig. 14 compares the measured and predicted steel temperatures for the274

thermal test. For the center section (section 6), the numerical approach pre-275

dicted maximum steel temperature is about 50 ◦C (10%) higher than the276

measured value (TC 30). For section 5 (Fig. 13), the predicted maximum steel277

temperature is about 41 ◦C (9%) lower than the measured value (TC 23). Note278

that the differences between the measured and predicted steel temperatures279

during the heating process could be much bigger than the differences at the280

end of heating.281

A calibration test using a maintained heat release rate of 400 kW was282

conducted in order to understand the difference between the predicted and283

measured steel temperatures in the thermal test. Fig. 15 shows the layout284

of plate thermometers (PTs) in the calibration test. Fig. 16 compares the285

measured and predicted temperatures for the plate thermometers. For PT 1,286

FDS gives good predictions; and for other PTs, FDS gives over-predictions at287

high temperatures. The large difference between the measured and predicted288

temperatures for PT 2 might also be caused by non-symmetrical vent condition289

during the test 4, as shown in Fig. 12. The difference between measured and290

predicted PT temperatures (or adiabatic surface temperatures) is consistent291

with the difference between the measured and predicted steel temperatures.292

The over-prediction of the adiabatic surface temperatures (PT temperatures)293

contributes to the over-prediction of the maximum steel temperatures.294

In this paper, thermocouple error and digitization error were derived from295

instrument specifications, while the thermocouple installation error was es-296

timated from past experience. The test repeatability was derived from the297

temperature measurements from two identical tests. The components of com-298

bined uncertainty for temperature included manufacturers specifications on299

thermocouple error of 0.4%, digitization error of 3.2 ◦C, positioning error of300

10 ◦C, and test repeatability of 12.6 ◦C. The measured temperatures have a301

total expanded uncertainty of 33 ◦C which was calculated from a combined302

uncertainty of 16.6 ◦C and a coverage factor of 2 with a level of confidence of303

approximately 95 percent. The uncertainty in the HRR measurements with304

a natural gas burner is presented in Bryant et al. [25] and not presented here305

for brevity.306

4 The boundary conditions for the computational domain in the FDS model was assumed
to be symmetrical but in the test the opening of mechanical vents caused asymmetric air
flow in the test zone.
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6 Conclusions307

The structural fire safety design practice is moving from following the rules308

specified in prescriptive codes toward performance-based fire safety design309

which requires a deep understanding on the performance of structures in real-310

istic fires. For the structural fire tests reported in literature, most of them were311

conducted in an enclosed furnace, some were conducted in real compartment312

(e.g. the Cardington full-scale fire tests) and few of them were conducted in an313

open condition (e.g. a localized fire condition). Besides, all those tests seldom314

measured the heat release rate of the fire. There is little guideline on how to315

test the performance of structures in realistic fires. A primary and also chal-316

lenging problem in the realistic fire testing (on structures) is how to select and317

design the test fire. This paper proposed an engineering approach to design a318

test fire for evaluating the performance of structures in large enclosure. Local-319

ized fire is selected as the test fire and the approach is developed to determine320

the critical heat release rate of the localized fire to achieve a target temper-321

ature in the test specimen. The proposed approach was successfully applied322

to design a thermal test on a real-scale steel beam exposed to a localized fire323

recently conducted at the NFRL. The application of the proposed approach is324

not limited to the studied case but also includes any other cases using localized325

fire as the test fire.326
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Fig. 1 Experimental steup.
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Fig. 2 Procedure for determining a heat release rate to reach a target temperature.



14 Chao Zhang et al.

Fig. 3 A theoretical model to calculate the radiation to an horizontal components in a
localized fire [15].
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Fig. 4 Fire plume centerline temperatures for the 1 m square burner with various HRR,
calculated according to [16].
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a

b

Fig. 5 FDS model for pre-test simulation of the NFRL commissioning thermal tests.
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Fig. 6 FE model for the NFRL commissioning thermal tests.
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(a) 200 kW (b) 300 kW (c) 400 kW

(d) 500 kW (e) 600 kW (f) 700 kW

Fig. 7 FDS simulated flame behavior for various constant HRRs.

Fig. 8 FDS predicted adiabatic surface temperature for various constant HRRs.
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(a)

(b)

(c)

Fig. 9 FDS predicted adiabatic surface temperature along beam length.
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Fig. 10 FE predicted maximum steel temperature distribution in the test specimen for
constant heat release rate of 400 kW.
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Fig. 11 Measured heat release rate for NFRL commissioning thermal test 1.
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Fig. 12 A photograph of the flame during the NFRL commissioning thermal test 1.
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Fig. 13 Layout of the thermocouples for the NFRL commissioning thermal tests.
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(a) section 6

(b) section 5

Fig. 14 Comparison between the measured and predicted steel temperatures for NFRL
commissioning thermal test 1.
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(a)

(b)

Fig. 15 Location of plate thermometers (PTs) in NFRL commissioning thermal test 3.
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Fig. 16 Comparison between the measured and predicted plate thermometer (PT) tem-
peratures for NFRL commissioning thermal test 3.
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